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Please fill in your name above and tick exactly ONE box for the right answer of each question below.

. Give an approximation of the covariance ¥, of a maximum likelihood (ML) estimate. The model is given as yy = ®n0 + en
with ey ~ N(0,5), Qn = ®L Py and L(0, yn) is the negative log likelihood function. ¥; = ...

@[ ] 5T % o) [] (xS on) " © []Qx @ [] V5L, yn)

. Given the probability density function px () = fe~% for 2 > 0 (and 0 otherwise) with unknown 6 and positive i.i.d. measure-
ments yy = [y(1),y(2),...,y(N)]? that are assumed to follow the above distribution, what is the minimisation problem you
need to solve for a ML-estimate of #? The problem is: rnein .2

@[ ] [|oe=0v®) |3 (b) [ ] —Nlog(6) + 6>, y(k)
© [ lly(k) —0e=?3 ) []—log "N | ge—0u(h)

. For the problem in the previous question, what is a lower bound on the covariance ¥ for any unbiased estimator é(y N ), assuming
that 6 is the true value? X5 = ...

@[ | N/6? (b) []65/N

© [ (J,,, N6~ exp[-0 5, uldyw) @ [, N5 exp[~0 3, wildyn

. Suppose you are given the Fisher information matrix M = ny V2L (6o, yn) - p(yn|0o)dyn of the corresponding problem, what

is the relation with the covariance matrix 35 of your estimate 62
. Give the name of the theorem that provides us with the above result.

. Given a set of measurements yn = [y(1),%(2),...,y(N)]T with ii.d. Gaussian noise and the linear model y = ®6, where
® = [p(1),¢(2),...,(N)]T, which of the following minimisation problems is solved at each iteration step of the RLS algorithm
to estimate the parameter (N + 1) after N + 1 measurements? (N + 1) = arg main% (...)

@[ 10— 0(N)3+|ly(N +1) — o(N +1)70|3 ®) [ llyy — @n - 0113,

© [ 116 = 8(N)IZ, + ly(N) = o(N)T6]13 @ [ llyn+1 — @n1-0]3

. In L; estimation the measurement errors are assumed to follow a . .. distribution and it is generally speaking more . . . to outliers
compared to Lo estimation.

(a)[ | Laplace, robust (b) [ ] Gaussian, robust (¢) [ ] Gaussian, sensitive (d) [ ] Laplace, sensitive
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Write a general expression for an Auto Regressive model with Exogenous Inputs (ARX) with output errors:

11— 9”2) with unknown 6 € R. We obtained three measure-

The PDF of a random variable Y" is given by p(y) = ; \/ﬂ exp(—3
ments, y(1) = 2, y(2) = 4, and y(3) = 6. What is the minimizer 0* of the negative log-likelihood function ?

@[ ]6 ®[]3 ©[]5 @[ ]4

Which of the following statements is NOT correct. Recursive Least Squares (RLS):

(a)[ | implicitly assumes that there is only i.i.d. and Gaus- (b) [ ] computes an estimation with a computational cost

slan measurement noise independent of the number of past measurements

(c) D can be used as an alternative to Maximum Likelihood (d) [] can use prior knowledge on the estimated parameter

Estimation 0

We want to estimate the resistance 2 of a new metal and we found in the only existing previous article that an estimate of R
is given by 5[] with standard deviation 0.25C2. Our own measurement apparatus sets a current I as a noise-free input, and
measures the output voltage V' which has Gaussian errors with a standard deviation of 0.1[V]. Given a set of N measurements,
[V(1),...,V(N)] obtained from a set [[(1),...,I(N)][A], what function is minimized by the Bayesian Maximum-A-Posteriori
(MAP) estimator in this context? To simplify notation we assume that all variables are made unitless.

@[] B0 4 3| Vosionr ) [ X 100v () - 1Ry
© []0.5(R— 107 + 7, 0.1(V (i) — I()R)* @ [ U535 4 o), (OrgQene
Which of the following models with input u(k) and output y(k) is NOT linear-in-the-parameters w.r.t. § € R??
@[ Jy(k) =01/ u(k) + bzu(k) ®) [ Jy(k) =y(k—1) (61 + O2u(k))
© [ Jyk) = Oru(k)* + 03 exp(u(k)) (@ [ ] y(k) = 01exp(Gru(k))
Which of the following models is time invariant?
@[ i) =u(t) +e (b) [ ] t-(t) =u(t)? © []y(t) =5u(t) +¢ @ [ 9(t) = Vu(?)

By which of the following formulas is the joint distribution for N independent measurements yy € RN given? p(yn|0) =
@[] o p(y(0)]0) ®) [ ], rlo) dy © [ X0 p(y(0)]6) @ ]I p(y(0)16)

Which of the following statements about Maximum A Posteriori (MAP) estimation is not true

@[ | Oriap = arg mingegr|[— log(p(yn0)) — log(p(0))] (b) [ ] MAP assumes a linear model

(¢) [ | MAP is a generalization of ML (d) [ ] MAP requires a-priori knowledge on ¢
Assume a model h;(6) and measurements y;, i = 1,..., N. The PDF to obtain a measurement y; for a parameter 6 is known to
be proportional to exp(—|y; — h;(0)|) and measurement noises uncorrelated. What function of 6 does the MLE minimize?

N

@[] 3255 i — hi(9)] O [JIXE v — S ha(0)]

© [ 311n(6) — yli3 @ [ 335 (i — ha(9))
Regard the LLS estimate 0 minimizing f(0) = |lyn — Pnb % where measurements are generated by yn = ®n6y + ey with 6
the unknown true value, and ey = (e(1),...,e(N ))—r the measurement errors (i.i.d., zero mean, variance o2, but not necessarily
Gaussian). What would be the covariance matrix ¥, of 6?

@[ ] o*(@yon)~! ) [Jo(@x)(@x)"

(¢) [ ] not computable @[] (efo?®N)!
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