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Overview

Equality Constrained Optimization
Optimality Conditions and Multipliers
Newton's Method

Constrained Gauss Newton Method
Inequality Constraints

Interior Point Methods

Sequential Quadratic Programming
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General Nonlinear Program (NLP)

Nonlinear Program (NLP)

. glx) = 0
min f(z) s.t. { hz) < 0

First treat case without inequalities:
min f(z) st. glx) = 0
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Lagrange Function and Optimality Conditions

min f(z) st. g(z) = 0

Lagrangian function:
L(x,A) = f(a) + A g(x)
KKT conditions: for optimal z* exist multipliers A* such that

Vo L(z*,\) = 0
gz*) = 0
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Simple Example (quadratic)

min 27 + 623 st. 3zit+ae+1l = 0

Z1,T2

Lagrangian function:
L(z,\) = 7 + 623 + \(3x1 + 22 + 1)

KKT conditions:

V. L(z,)) = [1229;12} - MA ~0

g(z) = 3z +xo+1 =0

linear system, can e.g. be solved by elimination: A = (2/3)zy,
2 = (1/12)A = (1/18)z1, 321 + (1/18)a1 = 1, i.e., z, = (18/55).
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General " Quadratic Programs” (QP)

1
min cT:l:+§:z:TBx st. Az+b = 0

Lagrangian function:
1
Lz \)=c'z+ ixTBa: + AT (Az 4+ b)
KKT conditions:
ViL(z,\)= c+Br+ATA =0

g(x) = Az +Db =0

equivalent linear system
¢l 4 B AT][z] 0
b A 0 Al
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Simple Example (nonlinear)

min 2% + 622 st. 3y +ai+1l = 0
T1,T2

Lagrangian function:
L(z,\) = 2% + 623 + A\(3zy + 23 + 1)

KKT conditions:

2x 3
VoL = | | ]r =0

g(x) = 3z1+ a3+ 1 =0

nonlinear system, can be solved by Newton-type method
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Newton's Method on Optimality Conditions

To solve nonlinear KKT equations

457 -

linearize them at a guess (z[x), Ak))

[Vmﬁ(chﬂ[k])] N [Bm A[Tk]] [xw[kl] _ 0
g(zp) A 0 ] [A=Aw

with B[k] = Vg[ﬁ(x[k], )\[k]) and A[k] = Vmg(:c[k])T

Solution is used to obtain next linearization point (x[kﬂ],)\[kﬂ])
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Newton Step = Quadratic Program

Linear system equivalent to a quadratic program (QP):

. 1
min Vi(zw) =+ 5(96 —ap) " By (z — ap)

st glzw) + Aw(z —zp) = 0,

Newton iterate (Z[x+1], Ajk41)) is solution of above QP.
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Newton-Type Optimization Methods

Newton-Type Optimization Methods replace the exact Hessian of the
Lagrangian by an approximation By ~ Vi[ﬁ(ac[k], Afk])

Examples: BFGS, Gauss-Newton, ...
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Constrained Gauss-Newton Method

In special case of least squares objectives

. 1
min 5 |R(z)3

st. glx) = 0

can approximate Hessian by
B[k] = VR(x[k])VR(x[k])T

or equivalently, solve the following QP in each Newton-type iteration

. 1
min §||R(l‘[k]) + VR(zp) " (z — zp)ll3

xT

s.t. g($[k]) =+ Vg(x[k])T(x — x[k]) = 0

Linear convergence rate. Fast convergence if || R(x*)|| small.
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NLP with Inequalities

Regard again NLP with both, equalities and inequalities:

0,

min f(z) st {g(m) 0

>
—

5
~
IA

Introduce Lagrangian function

Lz, p) = f(z)+ A g(x) + p"h(z)
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Optimality Conditions with Inequalities

THEOREM(Karush-Kuhn-Tucker (KKT) conditions)
For an optimal solution z* exist multipliers A* and p* such that

vw[/(x*v )\*a :u’*)
g(z)
h(z*)

,LL*
h(iE*)T,LL*

IV IA
coococo

Last three conditions are called “complementarity conditions”, the make
the system non-smooth and difficult to solve.
Two important classes of Newton-type methods are:

» Interior Point (IP) methods
» Sequential Quadratic Programming (SQP) methods
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Interior Point Methods

Step 1: Problem reformulation using slack variables s

glz) = 0
min f(z) s.t. hz)+s = 0
) s > 0

Step 2: Approximate problem by barrier problem

(e )

min f(z) +¢(s,7) st {h@)‘c’fi

with 7 > 0 and logarithmic barrier function ¢(s,7) = —7 > " log(s;)
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Interior Point Methods

Barrier problem

min f(z) + ¢(s,7) st {h(x)gfz: ; 0

KKT conditions of barrier problem equivalent to

VioL(z, A\ p) =
9(x)
h(z)+s =
Siphy —T =

|
cocoo

Smooth root finding problem, can be solved by Newton’s method.
If barrier parameter 7 shrinks to zero, original solution is recovered.
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Interior Point Algorithm (Sketch)

1. Choose large 7[g) and initial guess (2o}, Ajo], 4[0]» 5[0])

2. Loop for k=0,1,2,...
Starting at (x[x], Ajk], K[k], S[k]). perform one or multiple
Newton-type optimization iterations to solve

glz) = 0

min f(@) + (s, 7)) st { h(z) + 0

store solution as next initial guess (T(k+1], Aet1]s Kk+1]5 S[k+1])
if T(x) small enough stop iterations
otherwise decrease barrier to 7(;41) < 7% and continue the loop

3. Result: high accuracy solution of original NLP

Note: an algorithm of this type is implemented in the solver ipopt
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Alternative: Sequential Quadratic Programming (SQP)

Linearizing all functions of the NLP, one obtains a QP:

. 1
min Vi(zp) =+ 5@ — zp) " Ay (= zpx)
st { 9(@) + Vglew) ' (z - zp)

_—
h(zw) + Vh(zpg) (2 —ap) < 0

)

with
Ay = V2L kg5 Ay Hiw))
The solution of the QP delivers the next SQP iterate
Tlrt1]s  Ak+1]s k1)

SQP is implemented e.g. in the code SNOPT. SQP is better at
warmstarting, but often still slower than I[P methods.
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How to solve QP subproblems within SQP?

> Interior point methods - as explained, but tailored to QP (e.g. ooqp,
hpmpc, hpipm, FORCES PRO)

> Active Set Methods - similar to simplex for Linear Programming
(e.g. qpOASES)

» First order methods (e.g. FiOrd0s)

> .
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Summary Newton-type optimization

Newton-type optimization solves the necessary optimality conditions
Newton's method linearizes the nonlinear system in each iteration

for constraints, need Lagrangian function, and KKT conditions

vV v v v

for equalities KKT conditions are smooth, can apply Newton's
method

» for inequalities KKT conditions are non-smooth, can apply Interior
Point (IP) or Sequential Quadratic Programming (SQP) methods
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