Modeling and System Identification — Microexam 1

Prof. Dr. Moritz Diehl, IMTEK, Universitit Freiburg
November 29, 2019, 10:00-12:00, Freiburg
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Matriculation number:

Master D

Please fill in your name above and tick exactly ONE box for the right answer of each question below.
You can get a maximum of 10 points on this microexam.
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. What is the probability density function (PDF) px (x) for a normally distributed random variable X with mean —3 and standard
deviation 3? The answer is px (x
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What does the term ——

V279 in px

(x) ensure? (The term dz: was m

issing on letter (a). So (a) and (d) are correct for microexam 1.

(a) ffooo p(x)de =1

®) [ ]p(x) >0

© [ Jp(z)=0

(d) [ ] Nothing

Which of the following function

s is NOT convex on z € [—1, 1]

(@) ] = +42

(b) [ ] exp(—x)

(c) sin™! ()

(d) [ ] —cos(x)

Which of the following statements does NOT hold for all PDFs p(z) of a scalar random variable?

@[] 2 plx)dz =1

®) [ ]px)>0

(©) [x]p(z) <1

) [ /2, plz)dz >0

What is the PDF of a random variable Y with uniform distribution on the interval [5,7]? For z €

[5, 7] it has the value:
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© [ Jpv(z)= %

(d) py(z) =3

. Regard a random variable X € R" with mean d € R" and covariance matrix > € R"*", For a fixed b € R™ and A € R™*",

regard another random variable Y defined by Y = b + AX. What is the mean py of Y ?The answeris py = ...

@[ |b+AX b []AXXxTAT (©) [x] b+ Ad (@ []bTAdT
. Regard the random variable Y in the above Question, what is the covariance matrix of Y'?
(a) I:] d"%d (b) ATAT (c) E] ATy 14 (d) E] AY1AT

. Consider a multi-dimensional random variable X € R™ with mean value y. What is the covariance? cov(X)

@[ |E{(X —p)}?

() [ JE{(X — p)*}

© X]E{(X —p)(X —p)"}

@) [JE{(X —p)" (X —p)

}

Consider a multi-dimensional random variable X € RY. What are the dimensions of the covariance? cov(X) € ...

(a) D Rlxd

(b) D Rdx 2d

(C) Rdxd

(d) D RdX1

Z=c"XXT¢?

Regard a zero mean random variable X € R™ with covariance

matrix X € R™*", Given a vec

tor ¢ € R"”, what is the mean of
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() [ ] 3c

(c) ¢ e

@ [JeTex?
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What is the minimizer z* of the convex function f : Ry — R, f(z) = —log(z) + 5z?

@[ Jz*r=-5 () [x]z*=1/5 ©[ Jar=e"—1 ([ Jz*r=5
What is the minimizer z* of f : R” — R, f(z) = 3|/ Az — b||3 if rank(A) = n? The solution is z* =

@[ JA+0b (b) (ATA)"1ATY

© [ JA +b (d [ ]J(ATA)~14b
For a matrix ® € RNV*? with rank d (and N > d), what is its pseudo-inverse ®* ?

@[ J(@2")'o’ ®[]@Te) e © [ ]o(@"®)" (d) (@To)" 1o’
What is the gradient of f : R" — R,| f(z) = 3|| — b+ Dz||}, |(with D of rank n and W positive definite)?

@[ Wb ) []b+Wb

(c) (DTWD)x — DTWb @[] (DOWDT+D)!

Given a sequence of numbers y(1), ...,y(NN), what is the minimizer 0* of the function | f(¢) = Zszl(y(k) —60)2|?

The answeris 0* = ...

N o y(k N N
@[] 3 X w(k)? ) [x] =it © gy il | @ [Ox, %2
Given a sequence of i.i.d. scalar random variables X (1),..., X(N), each with mean x and variance o2, what is the expected

value of ¥ defined by | Y = S0, X (k) |?

@) [x] Nu ONEE ©[]& @[]+

Regard the random variable Y in the above Question, what is the variance of the variable Y'? The answer is var(Y) = ...
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@[] No ® [ 25 (0) [x] No? @ %

Consider the model | y(k) = 6, + %.L(k)z + %x(k)?’ + ¢(k) | and the vector of unknown parameters 6 = (6;,605,605)7. The

additive noise e(k) is assumed to have zero mean and to be i.i.d. For a given sequence of N scalar input and output measurements
z(1),...,z(N) and y(1),...,y(N), we want to compute the linear least squares (LLS) estimate 6,y by minimizing the function
f(0) = lyxy — @n0|2. I yy = [y(1),...,y(N)] T, how do we need to choose the matrix @ € RN*3 2 &y =

(a) L] ® (c) L] ] @ L]

2 3x(1)2  42(1)3 1@ 2)? e()? 9 z()? 2 z(1)?  z(1)3
: : : 3 : ’ !

: . ) . 5 : : : : : . .

1 3z(N)* 4x(N) ) m(g)Q m(]I):s I(JBV)Q 5 “11)3 2 z(N)?2 z(N)?

Which of the following formulas computes the covariance for a least squares estimator and a single experiment with i.i.d. noise
components ey = [e(1), ... ,e(N)]T 2%, =...

(@) [X] . HyN <I>N9H2 @T(I) N7 (b) D HyN];‘fl;éHz ((I)N‘I)L)71
(@ [] It (@f + o) @ [ @k oe
Given a set of measurements y(1), ..., y(N) following the model y(k) = ¢(k )TG + e(k), where ¢(k) are the regression vectors

with @y = [¢p(1)T ... ¢(N)T]", 6 the unknown parameters and €(k) ~ N (0, 02) the i.i.d. noise contribution for k = 1,..., N,

we can compute the LLS estimator of the parameters 6 as Ors. Defining the covariance of frs as O, 4> which of the followmg is
NOT true?

@[ ] 01 is a random variable ) [ ] Ors = dLyn

(©) [x] fs ~ N(0,5;) d) [] 5 = o2(®40%)
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