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Basics of Applied Mathematics (BAM) Part II: Optimization
Prof. Dr. Moritz Diehl
Léo Simpson

Albert-Ludwigs-Universität Freiburg
Mathematical institute

Winter semester 25/26

Homework 6: Optimization problems

Hand in: 25.11.2025 (Tuesday)
Please follow the submission instructions from the webpage of the course.

Correction: tutorial session on 27.11.2025 (Thursday)

Exercise 1: 1D Optimization problems (5 points)

In this exercise, we study the solutions of some optimization problems in the following form:

minimize
x∈R

f(x) (1)

For each of the following functions f(x), find all local minima, and specify which ones are global minima (when
they exist) for the problem (1).

1. f(x) := x2 + 4x+ 10

2. f(x) = x3 − 3x2 + 1

3. f(x) = x2 + 1
x2+1

4. f(x) = |x|+ 2 |x− 1|

5. f(x) = e−x2

Hint: For smooth functions, use first- and second-order optimality conditions to find and classify stationary points.
More precisely, when f is smooth, look at the points where f ′(x) = 0 holds, and check if f ′′(x) > 0 also holds for
these points.

Exercise 2: A function approximation problem (10 points)

In this exercise, we will study a function approximation problem. More precisely, a function g : R → R is unknown,
but we have access to some of its values: yj = g(tj) for some points t1 < t2 < · · · < tm.

The goal is to approximate g(·) by a function Φ(·;x) of the following form:

Φ(t;x) =
n∑

i=1

φi(t)xi (2)

where φ1(·), . . . , φn(·) are known functions and x = (x1, . . . , xn) ∈ Rn are the parameters to be determined.
We formulate the approximation problem as a least-square problem:

minimize
x∈Rn

m∑
j=1

(
yj − Φ(tj ;x)

)2 (3)

1. Show that if the function g(·) is already in the form: g(t) = Φ(t;x⋆) for some x⋆ ∈ Rn, then the point x⋆ is a
solution of the problem (3).

2. Show that the problem (3) can be written in the following general form:

minimize
x∈Rn

∥y −Ax∥2 (4)

where y = (y1, . . . , ym) ∈ Rm and A ∈ Rm×n is a matrix that you need to specify.

3. Show that the problem (4) can be reformulated in the general QP form:

minimize
x∈Rn

1

2
x⊤Qx− c⊤x+ r (5)

where Q ∈ Rn×n, c ∈ Rn and r ∈ R are matrices/vectors/values that you need to specify.
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4. Assume that the matrix A⊤A is invertible. Then show that the problem (4) has a unique solution, and specify
it as a function of A and y.

5. Discuss a necessary condition on the number of samples m, and the number of parameters n for A⊤A to be
invertible. Also provide an intuitive explanation of this condition.

6. Complete the corresponding programming exercise in the jupyter notebook programming exercise1.ipynb
where you will compute a function approximation by solving a least-squares problem.

Exercise 3: A variance estimation problem (5 points)

In this exercise, we will study a famous estimation method called the Maximum Likelihood Estimation problem, in
the particular case of a variance estimation problem.
Here, the measurements y1, . . . , ym are measurements, and are generated through the stochastic model yj ∼ N (0, σ2),
i.e. the probability density function of yj is given by:

p(yj) = f(yj ;σ
2) =

1√
2πσ2

exp

(
−

y2j
2σ2

)

In order to to estimate the parameter σ from the measurements y1, . . . , ym, one classical approcah is to solve the
following problem:

maximize
σ∈R>0

m∏
j=1

f(yj ;σ
2) (6)

In this exercise, we will assume that at least one measurement is such that yj ̸= 0.

1. Show that the problem (6) can be reformulated as the following minimization problem:

minimize
σ∈R>0

m∑
j=1

y2j
σ2

+ log(σ2) (7)

Hint: Maximizing a function f(x) is equivalent to minimizing the funcion −2 log (f(x)) + cst for some con-
stant cst.

2. Let v̄ > 0 be a positive scalar value. Find the solution(s) of the following optimization problem:

minimize
v∈R>0

v̄

v
+ log(v)

Hint: Sketch a graph of the function v → v̄
v + log(v) by looking at its derivative.

3. Use the two previous questions to find the solution σ̂ of the problem (6).

4. Complete the corresponding programming exercise in the jupyter notebook programming exercise1.ipynb
where you will generate random data and estimate its variance using the procedure described in this exercise.


