Numerical Optimization (Numerische Optimierung) — Exam
Prof. Dr. Moritz Diehl, IMTEK, Universitit Freiburg,
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Please fill in your name above. For the multiple choice questions, which give exactly one point, tick exactly one box for the right
answer. For the text questions, give a short formula or text answer just below the question in the space provided and, if necessary,
write on the backpage of the same sheet where the question appears, and add a comment “see backpage”. You can request additional
empty pages for drafting. They have to be handed in at the end, but their content will not be graded. Only answers on the original
exam sheets count. The exam is a closed book exam, i.e., no books or other material are allowed besides 2 sheets (with 4 pages) of
hand-written notes and a non-programmable calculator. Some legal comments are found in a footnote'.

1. Which of the following functions f(x), f : R™ — R, is NOT convex (parameters b € R™, A € R™*")?
@ Jexp(dz+bl) || @ Jmin(lal3, o) || @ exp(ldz+53) | @[] max (lal3, a]:)
]

2. Which of the following sets is NOT convex (¢ € R™, b € R™ A € R™*")?
@[ ] {z e R"|||Az + b[|3 < 3} ®)[ | {reR"| log(c'z) > 3}

©[ ] {z e R™|||Az + b||3 > 3} (@[] {z € R" | exp(c'z) < 3}

3. Given two convex functions f(z) and g(x), which of the following functions is NOT necessarily convex?

(a)[_] point-wise maximum: h(z) = max {f(x), g(x)} (b)[ | composition: h(z) = f(g(x))

(©[ |sum: h(z) = f(z)+ g(x) (d)[ ] affine input transformation: h(z) = f(Az +b)

]

'WITHDRAWING FROM AN EXAMINATION: In case of illness, you must supply proof of your illness by submitting a medical report to the
Examinations Office. Please note that the medical examination must be done at the latest on the same day of the missed exam. In case of illness while
writing the exam please contact the supervisory staff, inform them about your illness and immediately see your doctor. The medical certificate must
be submitted latest 3 days after the medical examination. More information’s: http://www.tf.uni-freiburg.de/studies/exams/withdrawing_exam.html

CHEATING/DISTURBING IN EXAMINATIONS: A student who disrupts the orderly proceedings of an examination will be excluded from the
remainder of the exam by the respective examiners or invigilators. In such a case, the written exam of the student in question will be graded as
"nicht bestanden’ (5.0, fail) on the grounds of cheating. In severe cases, the Board of Examiners will exclude the student from further examinations.
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4. Why is “globalization” used in the context of optimization?

(a)[_] to make the iterations cheaper (b)[ ] to accelerate convergence

(c) E] to ensure convergence to a stationary point (d) E] to ensure convergence to the global minimum

]

5. What does “strong duality” imply?

(a)[ | The dual function is convex. (b)[ ] The primal problem is a quadratic program.

(©) D The primal and dual optimal values are identical. (d) D The dual problem is infeasible.

]
6. Consider the following optimization problem, with @) € R"*™, A € R™*" g € R", b € R™. Which is the corresponding KKT
matrix?
min ' Qr+g'z st Ar+b=0

r e R
ATA Q Q —-AT Q g zx! ATA
@ [ Q 0] ®[] [A 0 OLT 47 @OLTama g
B
7. Which statement about the Gauss-Newton method is true?
(a) [] The convergence rate is quadratic. (b) [] It always converges to a stationary point.

(¢c) [ ] The Hessian approximation is always positive (d)[ ] It can only be used for Quadratic Programs.

semidefinite.

]

8. Line search: Regard an iterative algorithm for finding a minimizer of the function f : R” — R,z — f(z). At the current iterate
. we have the search direction py.

(a) We consider a trial step ¢ - p,, with step length ¢ € R. When does it satisfy the Armijo condition?

2] ]

(b) Given a search direction py, describe the backtracking algorithm to find a point that satisfies the Armijo-condition.
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9. Algorithmic Differentiation. Regard the following algorithm to evaluate the function f : R — R:

function [f] = myfunction (x1,x2)
vl=sin (x2);
v2=x1"2;
v3=x1lxvl;
v4=v2*xxX2;
f =v3+v4;
end

Write an algorithm that computes the directional derivative V f(x) " in the direction # € R? using the forward mode of au-
tomatic differentiation. You can do this by completing the empty lines the following template. Use the variables vldot,
v2dot, v3dot, wv4dot, fdot in the intermediate lines.
function [f, fdot] = forwardAD (x1l,x2,xldot, x2dot)

vl=sin (x2);

v2=x1"2;

v3=x1*xvl;

VA=v2xx2;

f =v3+vi4;

end

HIE
10. Interior Point Methods: What difficulty of the KKT conditions do interior point methods address? Explain how do they do it.
Also give the second interpretation of this approach and show its equivalence.
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11. Consider the following optimization problem:
min T
r € R?
st. 23423 —1=0,
withz = [17  x9] 7.

(a) Is this problem convex? Justify.

(b) We would like to solve this problem using Newton’s method. We introduce A € R as Lagrange multiplier, collect all
variables in z = [z; x5 ] and iterate by solving linear equation systems of the form

F(zx) + J(2) (2141 — 21) =0

for zj.1. Note that that F'(z;,) € R3 and J(2;) € R3**3. Define F(2) and J(z) to make the equation system concrete, and

compute the values of F'(z;) and J(z) for z, = [0 — % 1]. You do not have to solve the equation system.

EI
12. Algorithmic Differentiation. Give one advantage and one disadvantage of the backward mode of AD compared to the forward
mode when evaluating the gradient of a function f : R™ — R with n > 1.
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13. Duality. Consider the following optimization problem, where Q € R™*" @ = 0 and symmetric, A € R™*" b € R™:

1
min —z' Qz subjectto Az —b >0,
zER" 2

(a) Derive the dual function for this problem. Make it as explicit as possible.

H

(b) State the corresponding dual problem. You do not have to solve it.

(c) Does strong duality hold? Justify.

14. Regard the non-smooth optimization problem

min |z1 — 1] + \xg — 1| subject to z% +;1:§ =1.
z€R?

Formulate an equivalent smooth nonlinear program.
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15. A three-page question. Regard the following optimization problem:

2 2 <
min_x; + 3 subject to { Titry s 1
x € R? T2 Z @
(a) Sketch the feasible set €2 of this problem.
[2] |

(b) Bring this problem into the NLP standard form

. . g(z) = 0,
min x) subject to

iy S e {02

by defining the dimension n and the functions f, g, h (if applicable).

FROM NOW ON TREAT THE PROBLEM IN THIS STANDARD FORM.

(c) Is this optimization problem convex? Justify.

(2] ]
(d) Write down the Lagrangian function of this optimization problem. Do not forget to define the dimensions of any multipliers
you might introduce.

(e) A solution candidate of the problem is * = (—1, 0). Identify the active set .A(z*) at this point.
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(f) Does LICQ hold at z*? Justify.

2] |
(2) Describe the tangent cone Tq (x*) (the set of feasible directions) to the feasible set at this point 2*, by a set definition formula
with explicitly computed numbers.

(h) Formulate the necessary optimality conditions of first order (also called Karush-Kuhn-Tucker (KKT) conditions) that a local
minimizer x* € R? of this problem must satisfy. Make it specific to the given problem.

(i) For the given point z*, find Lagrange multipliers such that the KKT conditions are satisfied.

2] ]

(j) Describe the critical cone C'(z*, 1*) at the point (z*, ©*) in a set definition using explicitly computed numbers.
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(k) Test whether the second order sufficient conditions of optimality (SOSC) hold at z*.

(1) Is the point * a local minimizer? Justify.

(m) Is the point 2* also a global minimizer? Justify.
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