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Sample-based MPPI control leads to desired behavior in different applications.

How can the algorithm be improved?
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A brief history of MPPI

[Fleming and Mitter, 1982] Posterior inference in a certain class of diffusion processes can be mapped onto a 

stochastic optimal control problem

[Kappen, 2005] Path integral (PI) control problems → Value function can be transformed into a linear partial 

differential equation → Existence of closed-form solution via Feynman-Kac path integral

[Todorov, 2009] The optimal control can be estimated using Monte Carlo sampling

[Thijssen and Kappen, 2015] Lemma:  Solution of PI OCP is the optimal sampler for Monte Carlo method

[Williams et al., 2018] Using the PI Framework in MPC → MPPI Control

Based on this framework …
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A lot of research on MPPI

… many recently published papers further develop MPPI
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Path Integral Control Problem

For the nonlinear discrete time stochastic system

Dynamics:

a PI control problem is given if the following assumptions hold:



February 16, 2023p. 5/21                                                                                                                          Group Retreat Freiburg

MPPI Control 

1 Get an initial control sequence and a recent state estimate

2 Sample trajectories by simulation using the recent state estimate and disturbed inputs 

3 Calculate the path costs for each sampled trajectory

4 Calculate the weight for each sampled trajectory   (high cost → low weight)

5 Improve the initial control sequence by the weighted inference of the randomly disturbed input samples 

6 Apply the first component of the improved control sequence, shift the sequence and go to  1

Optimize 

a control 

sequence
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Exploration Problem

• Using an infinite number of samples 

the MPPI algorithm would find the 

global optimal control sequence

• Number of samples is limited 

despite excellent parallelizability

• Samples are spread „around“ 

the previous optimal solution

How to sample trajectories in low-cost areas?
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Enlargement of the explored state-space

Ideas:

Draw more 

samples 

Covariance 

Steering 

Distribution 

Learning 

We can use knowledge about the system 

to define features and learn expert behavior w.r.t. these 

features.

[Wiliams et al. 2018] [Yin et al. 2021] [Kusomoto et al. 2019] 

This approach:
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Feature-Based Extension

A feature is implicitly defined by a second optimal control 

problem by choosing feature costs based on system knowledge:

Differ in state cost functions

same

dynamics

same

noise
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Feature-Based Algorithm

Optimize Control 

Sequence

Apply Best Controls

Feature 1

Optimize Control 

Sequence

Choose Best Control Sequence

Feature K

Optimize Control 

Sequence

The control sequence is chosen that causes the lowest main costs.
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• 3DOF model describing the planar dynamics

roll, pitch and heave motion is neglected 

• System state is given by

• Dynamics is given by

Vessel Dynamics
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Lagrange Costs for Tracking

“Stay on the track” “Hold the desired velocity” “Don’t collide with obstacles”
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Inequality Constraints

Due to the inequality constraints on the actuators‘ states

we add a penalty term

Note: The maximal velocity of the azimuth thruster‘s orientation is 

already a part of the actuator dynamics in the system dynamics 

Method is derivative free → no differentiability requirements
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Feature Definition

For collision avoidance we define a 

emergency break feature with the costs: 

While processing, the controller 

learns an optimal braking control 

sequence
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Resulting Trajectories

While normal processing

both controllers show nearly

same behavior

However, next to the obstacle

while standard MPPI causes 

a collision, feature-based 

MPPI prevents a collision
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And in real-world…
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Full Scale Experiment

High Speed

Low Speed
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Full Scale Experiment

Obstacle appears

Feature applied

Final Position
Successfully braked
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Full Scale Experiment
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• Feature-based MPPI control is applied to control an autonomous surface vessel

• Validation in simulation and full-scale experiments

Summary

• Systematic comparison of benefits and drawbacks of different embedded 

solvers (acados, GRAMPC, and MPPI) within different applications

Future Work

Don‘t need derivative 

information

Don‘t use derivative 

information
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