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Exercise 5: Exam Type Question
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Exercise Tasks

1. A sample exam question.

Regard the following minimization problem:

ei+x3 < 8

min 25 + (2, +2)* st {
1 — T2

r e R?

(a) How many scalar decision variables, how many equality, and how many inequality constraints
does this problem have?

2] ]

two scalar decision variables, 1 equality constraint, 1 inequality constraint

(b) Sketch the feasible set 2 € R? of this problem.

(c) Bring this problem into the NLP standard form
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by defining the functions f, g, h appropriately.

f(x) =25 + (v, +2)*
g(r) = x1 — 9

h(z) =8 — 23 — a3
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FROM NOW ON UNTIL THE END TREAT THE PROBLEM IN THIS STANDARD FORM.



(d) Ts this optimization problem convex? Justify. f(x) is convex, g(x) is affine, h(x) is concave
= the problem is convex

(e) Write down the Lagrangian function of this optimization problem.

Lz, A p) = f(x) = ATg(x) — p"h(z)
= a5+ (v1 + 2)* — ANap — 29) — (8 — 22 — 22)

where A\, i € R.

2]
(f) A feasible solution of the problem is z = (2,2)7. What is the active set A(Z) at this point?
h(z) = 8 — 22 — 22 = () = the constraint is active, A(Z) = {1} (This notation interprets h(z)

as vector valued function with only one dimension, i.e. a “scalar vector™)

20 ]
(g) Is the linear independence constraint qualification (LICQ) satisfied at x ? Justify.

Check linear independence of Vg(z) and Vh;(Z), i € A or whether [Vg(z) Vhy(z)] is full

rank.
1

vgm:[ J = V(@)  Vhz) = [:iig],ww: m

1

det [Vg(z) Vhi(z)] = det [_1

:ﬂ =6 > 0 = full rank = LICQ satisfied

3
(h) An optimal solution of the problem is z* = (—1, —1)7. What is the active set A(z*) at this
point? h(z*) =6 > 0= A(xz*) = {} (no active inequality constraints)

N

(i) Is the linear independence constraint qualification (LICQ) satisfied at x* ? Justify.
Vyg(z*) = {11} = full rank = LICQ satisfied

3
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(j) Describe the tangent cone Tq(z*) (the set of feasible directions) to the feasible set at this point

k)

x*, by a set definition formula with explicitly computed numbers.

LICQ holds at z*, so the tangent cone and the linearized feasible cone coincide:

To(z*) = F(@) ={peR" | Vg(2) p=0,i=1,...,m& Vh(z*)'p=0,i € A(z*)}

Here:
Fla') = p € Ty p =0} = (e R | 1 1] |2] ~0)
1
~e® -] ] Irem
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Compute the Lagrange gradient and find the multiplier vectors \*, * so that the above point

x* satisfies the KKT conditions.

general KKT conditions for inequality constraint optimization

V. L(x" N p1*) =V f(a") — Vg(a*)\* — Vh(z")p =0
g(x*) =0
h(z*) >0
wihi(z*) =0, i=1,...,q
Here
h(z*) >0= pu* =0
g@*) =0 v )
4z +2) 1 —214
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(1) Describe the critical cone C'(x*, *) at the point (z*, \*, 1*) in a set definition using explicitly
computed numbers

Clz*, ) ={peR"| Vg) p=0i=1,...,m
& Vhi(z*)'p=0,i € AL (z*)
& Vhy(xz*)'p > 0,i € Ag(z")}
Here (A = {}):

Cla ) = {p € B Vgt =0} = Fa) = (o | | |1 emy
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(m) Formulate the second order necessary conditions for optimality (SONC) for this problem and
test if they are satisfied at (z*, \*, u*). Can you prove whether z* is a local or even global
minimizer?
SONC: Regard z* with LICQ. If «* is a local minimizer of the NLP, then
i. A", u* such that KKT conditions hold
ii. Vp € C(z*, ") holds p" V2L (x*, \*, u*)p > 0

Here:

12(zy + 2)2 + 2 0 . v s s 12 0
V2L p) = |2 0) . 1902 + 200 D :—Viﬁ(l’,k,u)—[o 12}
check SONC

i. holds due to task
ii. A* = 0= p'A*p>0Vp € R", therefore this specifically holds also for Vp € C(x*, u*)

= SONC are satisfied

Due to A* > 0 we furthermore have p"A*p > 0 Vp € R" \ {0}, and therefore specifically
Vp € C(z*, 1*) \ {0}. Thus SOSC also holds, and z* is a local minimizer. Due to convexity of
the NLP this is equivalent to 2* being a global minimizer.

Alternative: Theorem 13.6. For convex NLP and x* with LICQ holds:

x* is a global minimizer < 3\, p such that KKT conditions hold.

We know the righthandside to be true, so x* is a global minimizer.






