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Introduction to offset-free MPC

[ — ——

The role of feedback

e Feedback is central in control systems:

v In PID the tracking error € = r — Yy alone determines the
control action

v In MPC an OCP is resolved at each time because a new state
measurement is available

* Necessary to cope with disturbances and modeling errors

 How to achieve offset-free tracking with persistent errors?
... a matter of personal preference among different methods
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Introduction to offset-free MPC

|
1

Different approaches to offset-free control

PID control: LQG (extended):
tracking error is integrated state/disturbance observer and compensator
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Introduction to offset-free MPC

—

Objectives

Present an updated and comprehensive description of offset-free
MPC algorithms for nonlinear (and linear) discrete-time systems

Clarify the main concepts

Show new results

Highlight subtleties by means of challenging applications

Outline of this talk

t-free Nonlinear MPC: principles, known and new results
t-free Economic MPC: idea, design, and results

t-free Linear MPC: new equivalence results

. Application examples and conclusions
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Part |: Offset-free Nonlinear MPC
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Offset-free NMPC: assumptions

I — —

Plant Nominal model
X = fp(Xp, U, Wp) xT = f(x, u)
y = hp(Xp, vp) y = h(x)

Disturbances
w = fo(Xp, u, w,) — f(x,u), v:i= hy(xp, vp) — h(x)

General assumptions .
P Offset-free tracking problem

and requirements -
e Controlled variable: Ve = r (y )

-O.utput - m?aSI " Assume that Nesign an output feedback MPC
* Disturbances disturbances (w,v) are v oy — li()/) SUEh TREr

* |nput and outpu. asymptotically constant .
uelU, yeY lim yc(k) = Ye

k— o0
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Offset-free NMPC: Augmented
model and observability

&[Offset free ]74[ e , Augmented model
MPC u Ty X =il g
) S
8 Augmentedﬁt/—‘ a' =d
observer J-— = H(X, d)

Requirements and remarks
e Consistent with nominal dynamics

F(x,0,u) =f(x,u), H(x,0)= h(x)
¢ Detectable (observable)
v Possible iff the nominal system is detectable (observable)
v Dimension of d is limited Nd < Ny,

* [he disturlbance state d follows an integral dynamics
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Offset-free NMPC: Observer design

*ﬁ— B

Steady-state Kalman filter like framework

(Eredictor ,\ ' Prediction error
Xk|lk—1 = F(Xk—1|k—1, dk—1|k—1, Uk—1) €k = Yk — )A/k|/<—1

/\

dijk—1 = Ak—1|k—1

Filtering

Melk—1 — H(Xk|k—1, dk|k—1) Xk|k = Xk|k—1 T Fx(ex)
This  dy o = dijk—1 + Kalex)
generally implies

Assumption (Nominalw  ld = P
® Functions (/{X, lid) are continucus and satisfy

kx(0) = 0, ki(e) =0& e =0

® The observer is nominally stable for the augmented model
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Offset-free NMPC: Target and
optimal control problems

Ye| Offset-free W FHOCP
{ MPC 7 Plant ) v
N—-1
a Augn ﬁnfed}_ I‘Qlun Z 6(5"(,-, FI,) -+ \/f()?N)
observer i—0
Target Calculation - Lot to
;nuir}és(y , ) Deviation variables SubjecCt to.
O F ‘ xo = X(k
subject to: Xi := Xj — Xs(k) 0 (k)
X = F(X, Ellk“(, u) E = Ui — us(k)/ Xi+1 — F(Xh dk|k1 Ul)
y = H(x, CA7’/<|/<) H(x;, dk|k) €Y, up € U
I’(y) =Yy XN € Xf
yeY, wuel arget an can be {
merged together [LAACO8]
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ffset-free NMPC: main results

— —

Offset-free tracking property (MB02, PR03, MM12)

and the closed-loop system reaches an equilibrium (uoo, yoo)
|t follows that:

r(yoo) = Yc

J— —

Sketch of proof.

r(Yoo) - r(y’oo) - r(.Vs,oo) = Ye

Gabriele Pannocchia, UniPi A tutorial overview on theory and design of offset-free MPC algorithms 10




Offset-free NMPC: main results

[ —

Asymptotic stability and offset-free control in state feedback
* |f (y = x) choose the following augmented system (ByKy = 1)
F(x,u,d):=f(x,u)+Byd, H(x,d) := x, kx(e) = e, rq(e) = Kye

e |t follows that:
im xx — Rkk_1 =0, lim dyp_1 =B, 'w
k— 00 k— 00

Remarks

1.The closed-loop system is assumed to reach a stable equilibrium

2 .Establish when this occurs is very hard (e.g., see [BFS13])
3.How to design a nonlinear observer augmented system is a tricky task

4. \When the state is measurable offset-free design and analysis is simpler
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Part |l; Offset-free Economic MPC
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I —

Economic MPC: a brief introduction

Output feedback framework

[

Economic
MPC

k

}4( Plant } v Tlun Nz_:lée(h(x,-), uj)
(
L

1=0
State I : subject to:
observer

X0 — )?(k)
min £e(h(x), u) Xiv1 = F(xi, i)
o | u; € U, h(X,') cY
subject to: . . — x

x = f(x, u)

uelU, hix)eY " (xsUs) is an asymptotically stable

equilibrium in which the economic
cost is minimized [DAR11, AAR12]
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Offset-Free Economic MPC:;
what do you mean?

Best equilibrium

min (v, U
Xp, U,y

Nominal EMPC
e \Where do we go it we use nominal
(Ememe Ld b | EMPC?
v Unclear...
L“( ([ state e Can we reach the best equilibrium?
_ Observer ]: v No with nominal EMPC...
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Offset-free
EMPC

k&

d
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[Aug mented
9 observer

Step 2. Current best equilibrium
(xs(k), us(k), ys(k)) := arg min Le(y, u)

xX,u,y

subject to:

X:F(X, ak|kvu)' y:H(X’ 8k|k)

uelU<O0, yeY

Offset-free Economic MPC: design

g W

Step 1. Augmented observer
Evaluate (Xkk. dk|k)

Step 3. FHOCP
N—1

rgiun Z Ee(H(Xir a/<|/<)1 U,')
=0

subject to:
Xo = Xi|k

xiv1 = F(xi, dyjk, ui)
u €U,  H(xi,dex) €Y

xn = Xs(k)
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Offset-free Economic MPC:
main result

Convergence to the optimal equilibrium [PGA15]

e Assume that:

v Equilibrium problem (Step 2.) and the economic MPC
problem (Step 3.) are feasible at all times

v The closed-loop system reaches an equiliorium with input
and output (Use, Voo )

e The achieved ultimate cost (v, Uso) is the best achievable

[PGA15] need a revision :(
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Part lll: Offset-free Linear MPC
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Offset-free LMPC:
Disturbance model

— ——

e e fo e
f(x,u) := Ax + Bu ,B) stabilizable, (C,A) detectable

A—-I B
h(x) == Cx, r(y) = Dy ank o’ o = et

Disturbance model and observer

® [he augmented system takes the form:
F(x,u,d):=Ax+ Bu+ Byd, H(x,d) .= Cx + Cyd
e The linear observer is: kx(e) = Kce, kd(e) = Kye,

Main results (design guidelines) [MB02,PR03]

[A—I By

® The augmented system is observable iff rank C Cd] = Nx + Ny

e There exist valid (Bqg, Cy) iff Na < ny
o|f ng = nythen K, is invertible
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A known alternative for LMPC:

The velocity model
A known “alternative” [PRO1 W04, GAMO08, BFS12- 13]

Ox T A5x—|— 85u

A—1I| B
yT =y + CoxT =y + CAdx + CBSu rank{ C Olznerny

Remarks on the observer
e An observer is required to estimate (at least) 0x

® Since y is measured, we can use (Ky = 1) ,i.e. a deadbeat observer

Main results (design guidelines)

e The velocity model is detectable if (A,C) is detectable

e The velocity model is stabilizable if (A,B) is stabilizable and the rank
condition holds true: n, < n,
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The velocity model is not an
alternative method

Main result [P15]

Consider the velocity form model, with a stable output deadbeat

observer gain: 'K(;X}
Ks= |
This is equivalent to using the following disturbance model and

observer gains:
Bd > K5Xr Cd i — CK5X1 K = K5X1 Kd = |

The velocity model is just a particular case of
disturbance model. So, the question about which
...some thoughts —— method is better makes no longer sense...
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Offset-free LMPC: Further equivalence
results in state feedback case

Some considerations

 When y = X, we can use a full deadbeat observer
v Disturbance model:

rank(By) =n, C4=0, K.=1Ky= Bd_l
v Velocity model: Ksx =1, K, = |

Equivalence result —

. . . . state disturbance model
Consider the velocity form model with full deadbeg with deadbeat observer

This is equivalent to using the following disturbance n-

observer gains:
Bo=1, C;4=0  Kc=1IKy=1

Gabriele Pannocchia, UniPi A tutorial overview on theory and design of offset-free MPC algorithms
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Another “alternative” method

[— ——1

State disturbance observer [T14]

Xk|k = Xk|k—1 T K Yk — CXklk—1)
dy (k) := Rk — Xujk—1 = K(yxe — CRijk—1)
dy(k) == yk — CRjk

e Use the following prediction model in the FHOCP:

xT = Ax + Bu + dy(k)

y =Cx+d, (k
K /L(’L It is the
following disturbance model [P15]:

Bd=K, Cd=I—CK, KX=K, Kd=,
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et another “alternative” method

E— ———

A different velocity algorithm [GAMO0S]

« Both state components are estimated (at time k):
Xk = Xi—1|k + Kxex

K flM—l + Kuex -
It is the \i
input disturbance model.:

Ba=DB, Ca=0, K=K, Kij=K,
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Part |V: Application examples and
conclusions
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Application of offset-free NMPC

I —

A cart-pole system with obstacles

7 "1 Nonlinear dynamics
_).(1- | X3 ] T 0 ]
| - P +abo) | 2
\ / x3| —a(x2)mls; (Joxf — mg/cz) a\ X2 Jo u
& obstacles & 2% -_3(X2)m/52(mle C — Mtg)- - mic; |

(fixed walls)

Final position

Control task specifications

O—0O®
—J e Control force is constrained
e Reach final position stably and
avoiding obstacles
e Unknown disturbance forces occur
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pplication of offset-free NMPC

[— —

Showing the desirable behavior

)

ﬁw 1Y

: “ [ \ A
/ ' { :‘ ] _\

N\

start state I

) \ \
\ » l\ 5
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lication of offset-free NMPC

Cart-pole with obstacles: full state feedback

VS

0.15 , , . . . . .
(RTU] S SR S R R R— S — —
0.05 T T | SO SRS S RS SO -

-------------------------------------

0.00 § e 2 ; ; ; S ]

~0.05 o V ----- S SR S S S EETE)
2 —0.10F R T e e - == NMPC1 |-

_0.15 a | | | | a |

0
0.3 ! ! ! ! ! ! !
02L SUUUUTR AR | A A ... =+= NMPCO ||
R I | e L e —
0.0 1 ~

_os5h. § L L 5 5 . 5 5 5 5
; ; ; ; 0.1 e SN | e SRR e s s e -
i : 1 —0.2 | TS e, ' | | | |

| 0 2
Prediction errors

Displacement (m)
Displacement (m)

Angle (rad)
Angle (rad)

Time (sec)

Time (sec)
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plication of offset-free NMPC

Cart-pole with obstacles: full state feedback

—

NMPCO

——

"’ [ ] |_
ey v

).VI ﬁ \

{

Lo oslole: 0 NN co'o0

- 3
[ R
i v\

—

Q‘Q Q'Q
NMPC1
QCCM QO QO O Qij@ QI?Q'gQ QO QF&))(I}
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lication of offset-free NMPC

art-pole with obstacles: output feedback ny =

.......................................................................................

Displacement (m)

Angle (rad)

Time (sec)

Take Home Message

Can use ng<ny in lucky cases
Time (sec) So, use always ng=ny

.
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plication of offset-free NMPC

NMPC2

I n N
OO e ommj@ HAR I
NMPC3
| Y 0
ocrm oo 0.0
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Application of offset-free EMPC

—

Continuous Stirred Tank Reactor with exothermal reaction

Mass and energy balances
-, - B F _ -
X1 Q-2 _ k, exp(—RLXz)xl
- | — | Fo(To—x2)  AH E 2U,
2| = | Tadn, .~ aG koexp(—gga + 8 (1 - x)
X3 Fo—u
— - - 7'('r2 -
up = TC

e Measure (c, h)

e Enforce input and output
constraints

e Economic cost £e(Xx, u) = x1 = C
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pplication of offset-free EMPC

CSTR: output feedback

E— —————

0.5015 , ! 0.0015 . . .
0.5010 F--vermmmeermeeeeees e RIDRRERE - 0.0010 f - T e e
D005 ¥ | CRRr NEUEE oo S 0.0005 . e e
S o Ao R £ 0.0000 d.\: o s
4995 | DAY Rhe At UR . reeeene N 5 _ N N T T T T ]
0.4990 H = = Lower bound | \.Z [ ... e ;E) _888?8 } REN T SRR e SRR
04985+ =7 GNMEE? VA SRR = —0.0015} "= eNMPCO|.....\f L e A
0.4980 < e b 000201 = eNMPCL | M«

0.4975 L L _{f0025 | i |

0 5 10 ' 5 10 15 20

0.76 I S K R O 0.006 . . .
0.74H == Upper bound |-~ e s 0.005H = = eNMPCO | - atnmnmnm st e
_072H T GNMEE? ....... o SR 0.004 H == eNMPCL |-i--f
£ € . ; e 0003 T R
| ' = 0002 e T P PP
0.001 |f--vevveeeeemes s e

0.000 /’L
—0.001 ' | |
5 10 15 20
st b
303 | T LU S Time (min)

== eNMPCO]| -
307 eNMPC1 | LR S

Take Home Message
eMPC pushes towards constraints
Offset-free output prediction is

< 0000 5 NMPE | i S e | | necessary to avoid instability
0.085 i i i
s} 10 15 20

% . .
§, Time (min)
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pplication of offset-free LMPC

CSTR: full state feedback, tracking cost

0.515 , : : . 0.0015 ? ‘ ?
— || = = Targetvalue|....................... TR S con - [ == LMPCO|. ] .\ USRS ]
05107 77 MPco s A o 000H . fvpcr [ s 3
= 0505 — LMPCl [y g S e S S I T s VS = 00005 ——— el IR RTRIRIEE T Saa
N B I R U 9 : R A L IR R R
2 o I'A/'&V\W'ﬁ 3 3 T £ 00000 S N R DT
© 0495 R AREEEEETETEPEPEREE PP T PP ey . O —0.0005 ke e e T

().4900 i | L _0.00100 i i i
351.2 : ; s 0.0014 $ ‘ ‘
== LMPCO """" APPSR . NN '.';'.';'-',’;;?',';w;”-' BRI 0.0012 - ... LMPCO m """""""""" Pt Py

LMPC1 | : . : s e ) 0.0010 - =— LMPCL| -}t R RALRTLEETRLPPREPPRES S RCRLLCERTEEPPRRPRERE
S : ! — 0.0008

£ 0.0006 - gl L ]
= 00004 e 4 O - S
0.0002 f++vvveeee 1 B SRS S
0.0000 d.... ;
~0.0002; x x x

o
S &
e -
o o
T

T

T (K)
L W w
Gt v S
S SO
OISO
L

Time (min)

DO«
D
D
O Ot
LI

)
e}
pgp
ot
ot

T

Target value
== LMPCO
— |MPC1

T T 1

T. (K)

\Take Home Message
Offset-free LMPC can be effective on

égiég T I PSP AU L nonlinear SyStemS I CorreCtly deSigned
\ ; SERWELLD Again the choice ng<ny is not safe!

Time (min)
&
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Conclusions

» Described the latest advances in the design of offset-free MPC algorithms
A self-contained summary of the available results for nonlinear MPC:

v use of disturbance models and observers

v extended the existing asymptotic convergence results

Extended the concept of offset-free estimation to the design of economic MPC for
systems with persistent errors/disturbances.

Linear MPC:

v a commonly known method based on the velocity form model is a particular
case of disturbance model, and not an alternative route to offset-free tracking

Challenging examples of nonlinear processes (controlled by NMPC, LMPC, and EMPC)
v highlight the significance of the presented results

v emphasize specific subtleties related to the number of used disturbances and to
the process dynamics, which may result in an incorrect design

Some open problems...

* Effective nonlinear disturbance modeling coupled with nonlinear (MHE) observers
» More general results for economic MPC

Robust stability questions

Time varying systems (tracking and economic MPC)
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