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Modeling and System Identification (Modellbildung und
Systemidentifikation)— Exam

Prof. Dr. Moritz Diehl, IMTEK, Universitit Freiburg

March 20th, 2018, 9:00 - 12:00, Freiburg, Georges-Koehler-Allee 101 Rooms 00-026 and 00-036
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Intermediate sum
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Surname: First name: Matriculation number:
Subject: Programme:  Bachelor[ ] Master[ ] Lehramt[_] others[”] Signature:

Please fill in your name above. For the multiple choice questions, which give exactly one point, tick exactly one box for the right
answer. For the text questions, give a short formula or text answer just below the question in the space provided, and, if necessary,
write on the backpage of the same sheet where the question appears, and add a comment “see backpage™. Do not add extra pages
(for fast correction, all pages will be separated for parallelization). The exam is a closed book exam, i.e. no books or other material are
allowed besides 2 sheet (with 4 pages) of notes and a non-programmable calculator. Some legal comments are found in a footnote.!

1. The PDF of a random variable with triangular distribution is given by the formula

1 x—1
p(x) = max (U. (— - u))

a a

—

where a is a positive constant and b a real number. Sketch the PDF on the right, and compute which mean g and which
variance o it has. (Hint: the mean requires no computations, and for computing o, you have to integrate polynomials on

finite intervals). oo

= . ot :x A2 / 6 Sketch: ff(“) (*—}A)?JY

PR g
see next page
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'"WITHDRAWING FROM AN EXAMINATION: In case of illness, you must supply proof of your illness by submitting a medical report (o the
Examinations Office. Please note that the medical examination must be done at the latest on the same day of the missed exam. In case of illness while
writing the exam please contact the supervisory staff, inform them about your illness and immediately see your doctor. The medical certificate must
be submitted latest 3 days after the medical ination. More informati hup://www.tf.uni-freiburg.de/studies/exams/withdrawing_exam.html

CHEATING/DISTURBING IN EXAMINATIONS: A student who disrupts the orderly proceedings of an examination will be excluded from the
remainder of the exam by the respective examiners or invigilators. In such a case, the written exam of the student in question will be graded as
"nicht bestanden’ (5.0, fail) on the grounds of cheating. In severe cases, the Board of Examiners will exclude the student from further examinations.

10 [ points on page: 4 | |

Schnelle Notizen Seite 3


Tobias Schoels


Tobias Schoels


Tobias Schoels
a^2 / 6

Tobias Schoels
see next page


clis eve ¥t chion

X * Ak - X,

Xkﬂ -

uz{f\'\ Eu lec-

= Xk + Z‘l{ (./)Z;xk % BC‘V\‘&5

-;(I+ A&‘ACS'XK ®

) S ¥
| A

e —h e @k
K+
Xp+1 = Axy + Buy,
KD\I

—~ 4
—— e

- =
y»«
Vi = Cxyx + Duy,

P

at Be
L_/-Y—\J
B

wi{'\,\: A’I*‘A{:.AC
B‘; A‘t-&c_
BC=C. D

J

—
—

De



Seite 2

Montag, 18. Marz 2019 09:11

2. Regard a random variable X € R™ with mean ¢ = E{X }. How is the covariance matrix P € R"*" defined?

P=

Ol ]

3. What is the covariance matrix of | z = 3x + 2y |if random variables z, y € R" are independent and have covariance matrices

NVooN 9

gy iy

0ol ]

4. Linear Least Squares

Consider the measurement data = = [~1,0, le and y = [6, 7.:’).1«']‘[1

Calculate by hand and calculator & € R? which minimizes the sum of squared errors (Hint: We chose x such that your
computations are easy)

ST e(k) =D (k) — 01 — O (k).

4 4
k=1 k=1

5. Degenerate Linear Least Squares We now look at an LLS problem

min |y ~ 0|2, yv RV, 0ecRY,
&

(b) Write iiown !hc solution of the regularized problem ming ||y — ®0)2 + «|0][3.

A - e
G, - (0'¢ *“L) ¢ yn
()
(¢) How would one typically choose o > 0? ‘/JL\/ ?
o
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~NIT ~
(d) Write down modifications 4l;,:m| vl @ and y in such a way that the regularized problem takes on the LLS structure
(Hint: This will lead 10 increased vector and mairix dimensions):

d @
BIIE = llyw — 1% + allo J

1o o ~”
~—6e R [
Ym0 3 0 % @),
0 1} =1 }o‘ . 3 5
6. Quarter Car Model The so-called quarter car model (see Fig. 1) is used to model the suspension behaviour of a car reactin, " >/N - @ 9 ”l + X //9”2

1o perturbations on the road surface
/V+A 2 <‘
’ ~

N S S
S0 +Ixl

A=A =

Figure 1: schematical decipction of a quarter car suspension model.

. L. X
X == C, (X-)/) —cz(x_y) -Q"’-@-csf'

Qs .z

r the given equations of

The equations of motion are given by

a) Write down the state space matrices A and /{ f the dynamic systemfp(t) = Ap(t) + Br(t) fo
T - -
La(t), y(), g(t)’

motion and the state \ulnr p(t) = [xf

i s | [P
A.'&) =l-< (PI—F">—CZ(F"_F3) —Cypa +Cs r 3 cs
K =

Y({) 'Pa ({') 7777777
—c. (p-p) ~Calpz=pa) eI 5
k) y(k), glk). (k) and r(k) for & 1, . N. Show

(h) Assume you have (by preprocessing) the series of (k). #(k), F(
that you can use LLS (by introducing equation errors) in order n estimate the parameters ¢

= A P(-E) +Br) + 5“_(;)2? escora E""/[of OE)J

W\\r\ Z//W'(k) A ple) - Er@)] i

€2 k-g
12 points on page: “points on page: 6
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7. Nonlinear Pendulum

A simplified pendulum’s (see Fig. 2) motion on o rod around a pivot poing can be described by the following equation of

motion: Ot

T il
1 “.‘,17/? , G2 K= T - _IL“(“)H.Q__

ravitational constant, { being the rod's leagih, = mi” being the moment

o s the anly output of the system,

with m being the mass of the pendulum, g beis

1, b externally applied torque. Regard i

of inertia asound the pivat point and o

O+ cos () (x-0)
-4

Figure 2: schematical decipetion of a simple pendulum

Lincarize the model around n,, = 0 and T, ~ 0 and derive the state space matrices of an LTI system

R g
L] A s] eorno

2]

[

8. ARX Model

(%), u(1)]. You want 1 estimate

ssing linear least squares

n

W8) = 0, ylkD) + by wl) + b=

(1) Explicitly formulate the LLS optimization problem of the form

min

y (2) ' » yt)  u@) ()
a, B 2 L [y0 s a@ 3x3
Q: L:J %/ = }’(” é’[R _@' yd w® 4) 61?71
b, v (%)
13 |
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9. Maximum likelihood estimation (MLE)
Suppose we are tossing a (possibly unfair) coin with *one’ and ‘zero’ on the other. We model this process with a scalar random
variable X ¢ {0, 1} for which it holds that

X =1, ifside ‘one’ is up
X =0. ifside ‘zero’ is up

The probability of throwing a ‘one’ is P(X = 1) = 6.

(a) Show that the expected value E{ X} = 6, with unknown ¢ € [0, 1].

E{X =f/{§i'>'”’ +z<>;ig)-o -0

o (4-6) .

We would like an estimator for #. To this end, we set up an upuimunl where we throw the coin /N times and keep the
resulls in a vector yn € RN, where y(k) = Oory(k) = 1,k = 1,2,...,. V. The number of times the side ‘one’ is up is

LL 1 y(k

(b) Write down lhu likelihood function [(6) = p yn|@). Use K to simplify.

206) = f’(/,u/Q) TP(/ 6’) = QZJ“‘) (1-6)

=5K(F®wK T

(N - %)}(0)

(c) Show that the negative log-likelihood function L(8) = —log(l(#)) = —K'log(0) — (N — K)log(l — 0).

L (D)= - log (1(O)=— los (O (1-g)N7¥)

oy (8) — (N-K) (og (1-8) T

(d) Is L(0), as shown in (c), a convex function? Why?
—b YLC6\= - IX—;—— « (v -K)
\ -0 _

2 = € _
vgo((e\ Z= t (M K)/('_e)z 20 0]

(e) Show that the the minimizer of L(0) is 0=K /N.

. -K
Vé,,(ce)éo =2 /9 = ‘_,9

= (- rk=W-K)-6 [+ K- &
=> k=N < 6="y [

14 { points on page: 5 I ]
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If the true parameter is &y, straightforward computation shows us that the variance of X is given by

Eé‘xg=60 ( 0% =E{(X — 0,)*} = E{X?} — 20, - E{X} + 62 = 0, — 02 = 0,(1 — 6,). >

(f) What is the variance of the MLE @, given that the true pamnklu is 0y? Hint: var( /_A_l X) = Nvar(X) if X is i.i.d.

-l (BB ) - a wy

A

K ()
=W = '”

(g) Show that the \‘m.mu r‘r’ as computed in (), is the same as the Cramer-Rao lower bound, by using the Fisher information
matrix.

K -
M=FE{v (917,\;)3} Fi= + X=
(“-8)-n (,.‘; (i- %)
= N6, A/—-/V-G, ﬂ 4,\,.30 -
2 e

* 2
902 (, - 90)

10. Nonlinear least squares (NLS) (o3

Consider the following wooden block connected to a spring

MWW =]

Figure 3: Mass-spring system

which can move over a horizontal distance @ [m] with respect to the rest position. We assume that there is no friction. The
differential equations governing this system are

m-&=-—0-x, 4)
where m = 1kg is the mass of the block and ¢ [N/m] is the spring constant.
We carry out an experiment where we let the mass move and get an estimate 6 of the spring constant # by taking measurements
of the position of the mass. In the beginning of the experiment (time ¢ = 0s), we know perfectly that 2(0) = 0.3 m and that
&(0) = 0m/s.

(a) Show that the solution to (4) with the given initial conditions is

. [o
x(t) = 0.3 cos \‘J —t].
m

-0) = p7 . = O
X (#-0) = 02 ey =0
x(£=0) =03-E.5¢fe 0) =0

15 | points on page: 6 | |
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We take three measurements (N = 3) at times £ = 1,2, 3s:

where we assume i.i.d. output errors, following a zero mean Gaussiap distribniion with unknown variance o
t[s | 2 3

y(t) (m] || 0.2718 | -0.5718 | 0.0906

(b) Write down the llkélhtmd function 1(0) = p(yn|0).

A . (‘/2-0-3-@(-@-:.6;
/Z(Q) {/ W ] 6@( z0;°

£

2] ]

(¢) Formulate the negative log-likelihood function L(0) to be Illllllnll/Ld ina nuxumﬂl likelihood problem.

9) =0l (2[0)) =-NI ( ,) +I (Yk - o2-ces(f8 - (:Q))
NS  ConS

H

Suppose we want to use Lsgnonlin from MATLAB. It accepts a nonlinear function A/ (@) used in the objective function

min || M(6)]3. (5)
] -

(d) Give an expression for M/ (@) such that (5) is the maximum likelihood problem.

ﬂ’\,, - 03 <‘-°5('r§'_'/1
H@) - \C.,_-O?cos({_ 2)
Y2 -O?w(r .23 -

OM ). _

a0 pul

03 & (1) 7

3(9\: /r o3 én ({5 ) -

ZZ% 03 - SN (:H—O-—J

16 [poims on page: 8 | ]

(e) Compute the Jacobian of M (6), i.e. J(0) =
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(D) Show that the first order necessary conditions for optimality hold at the following local minimum of (5): 6= .

GIM6; 20 @ < () o) =re" RIOPE e
H(EY- 7(0) [ :Siggjj“ ][ oﬂsl‘/\M)f- .

>’3 - 0.2 CM = - ‘v,/( iﬂief‘{ vedlues &
« @ "a\ )

MUSe Coleul o Aog
(g) Compute an estimate of 0’ . Hint: first estimate o2 —

|
g

2 “21‘& , . \ = Y401 Y ?"3 ) =i

% - — GICRGY | -
= o BETTE 0;4 B = 0.156 ET T

(h) Write down the estimate in the form § = ... & .. ., with a one-o" confidence interval.

Q.4F £0.Q24F4 ENE

\.Consider a vector of real numbers u(0), ..., u(N — 1). We recall that the forwards and inverse DFT are defined, respectively,

U(m) ©)

u(k) )

(a) You have an eight-pointdiscrete input signal u; = (1,—1,1,—1,1, 54,1, —1)T. Write the formula of a continuous
function that would generate_this input signal. Take a samphng timeOf 1 Hz.

(b) What happens if we sample this funcfion at 0.5 Hz? Describe and give the name of the phenomenon.

17 points on page: 9 | |
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(€} Compute and plot the real parts of the DFT signal U, comesponding 1o the input signal o

H(d()@)(w 32 (3f0n s

f/u—l

te

= F(%k | "‘«\)

Y“- = Cx, +

v 2
M,Cu'\ Z U Ye ~ Cx, ‘FD“'I-“ w
le=1

S. £ ><lc o= F[x‘ ' U'D

Schnelle Notizen Seite 13



