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Exercises for Course on Modeling and System Identification (MSI)
Albert-Ludwigs-Universität Freiburg – Winter Term 2018-2019

Exercise 5: Regularized Linear Least-Squares
(to be returned on Dez 07, 2018, 10:00 in SR 00-010/014,

or before in building 102, 1st floor, ’Anbau’)

Prof. Dr. Moritz Diehl, Tobias Schöls, Katrin Baumgärtner, Alexander Petrov

In this exercise, you get to know the effects of regularizing your linear least-squares problem.

Exercise Tasks

1. We would like to estimate a constant θ0 ∈ R that is corrupted by additive zero-mean Gaussian noise,
i.e. we assume the following model

y = θ0 + ε

where ε ∼ N (0, σ2
ε ). To this end, we use regularized linear least-squares, i.e. we compute the

estimate θ̂R given by

θ̂R = arg min
θ∈R

1

2
‖y − Φθ‖22 +

α

2
‖θ‖22

where θ ∈ R, Φ = (1, . . . , 1)> ∈ RN×1 and α ≥ 0. From the lecture, we know that the solution to
this optimization problem is given by

θ̂R =
(
Φ>Φ + αI

)−1
Φ>y

(a) Calculate the expected value E
{
θ̂R

}
of θ̂R. Is the estimator unbiased and/or asymptotically

unbiased?
Hint: Check Section 4.5.1. of the lecture notes. (2 points)

(b) Calculate the variance var
(
θ̂R

)
of θ̂R. Compare with the unregularized case, i.e. α = 0.

Hint: Check Section 4.5.2. of the lecture notes. (2 points)

(c) What value takes the Cramer-Rao bound on the variance in this specific case? Does the result
from (b) contradict this lower bound? (1 points)

2. In this exercise, you compare LLS and regularized LLS. As before, the regularized linear least-
squares estimator is defined as

θ̂R = arg min
θ∈Rn

1

2
‖y − Φθ‖22 +

α

2
‖θ‖22

where α ≥ 0. Note that α = 0 correponds to the ordinary linear least-squares estimator. We provide
data from Ne = 10 experiments each comprising Nm = 9 measurements.

(a) MATLAB: For α ∈ {0, 10−6, 10−5, 1}, fit a polynomial of order 7 to the data of the first
experiment. Plot the data and the fitted polynomials. (1 point)

(b) MATLAB: For experiment 1 and for each α, compute the L2-norm of the estimated parameters.
ON PAPER: Compare the results. Do they match your expectation? (1 point)

(c) MATLAB: To compare the goodness of fit, compute the R2 values for each of the three fits
obtained for experiment 1.
ON PAPER: Compare the results. (1 point)
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(d) MATLAB: For each α and each experiment, fit a polynomial of order 7. For each α, plot the
fitted polynomials in a subplot.
Compute the average parameter vector for each α and plot the polynomial obtained from the
averaged parameter vector.
ON PAPER: What do you observe? How does this relate to the result from Task 1b?

(2 point)

This sheet gives in total 10 points.
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