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. We want to assess the robustness of a particular smartphone brand hence, we would like to know the unknown probability  that
the phone breaks when it is dropped. We assume that the phone thrown onto the ground either breaks or has no damage. In an
experiment we have dropped 100 smartphones and obtained 42 broken smartphones. What is the negative log likelihood function
f(0) that we need to minimize in order to obtain the MLE estimate of 6 ?

(@)[x] —42log 6 — 58log(1 — 0) (b) [ ] —log(426) — log(58(1 — 0))

(c) [ ] 58logh + 421og(1 —0) (d) [ ] log(580) + log(42(1 — 6))

. You are given a pendulum which is by nature a NON-LINEAR system and can be modeled by y(t) = 61 cos(fat + 63), where
y(t) are the measurements. Which of the following algorithms could you use to estimate the parameters 6?

(a) Maximum a Posteriori Estimation (MAP) (b) [] Recursive Least Squares (RLS)

(c) [ ] Weighted Least Squares (WLS) (d) [ ] Linear Least Squares (LLS)

. Suppose now that the system given in the previous question can be approximated by a model that is linear in the parameters (LIP)
. Which of the following algorithms could you use to estimate the parameters 6§ of this linear model without running into memory
problems or high computational costs for a coninuous and infinite flow of measurement data?

(a)[ ] LLS (b) [ ] MAP (c) [X] RLS (d) [] WLS

. You are asked to give a computationally efficient approximation of the covariance of the estimate computed in the previous
question X;5. The model is given as yy = ®nf + en with ey ~ N(0,%), Qn = <I)]TVII>N and L(0,yy) is the negative log
likelihood function. The covariance matrix can be approximated by ¥5 ~ . ..

T _
@[] ViL(#®,yw) 0 [ 84Ec, 0% © [x] Q%' @ [](@F=rlon)

. Given the probability density function of the exponential distribution, px (z) = #e~%®, with an unknown parameter 6, and a set
of independent measurements yy = [y(1),y(2),...,y(N)]T, what is the right minimisation problem you need to solve for a
maximum likelihood estimate of #? The problem is: m@in. .2

@[] ly(k) — 0|13 (b) [x] ~Nlog(6) + 0 33 y(k)
© [ l1e= ™3 (@ [] —log 337, e

. For the problem in the previous question, what is a lower bound on the covariance for any unbiased estimator é(y N ), assuming
that 6y is the true value? The Fisher information matrix is defined as M = fy N VgL(Go, yn) - p(yn|6o)dyn-.

() [ ] N/6? ® [ ([, NO¥~2exp[-0 3, unldyn)
() [x] 0/N @[] J,, NOG 2 exp[-0 %, yrldyn

. Suppose you are given the Fisher information matrix M of the corresponding problem, what is the relation with the covariance
matrix X4 of your estimate 6?
Y= M!
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Give the name of the theorem that provides us with the above result.
Cramer-Rao Inequality

Given a set of measurements yx = [y(1),4(2),...,y(N)]? from the linear model yr = ®, where ® = [p(1), ¢ (2), ..., o(N)]7,
which of the following minimisation problems is solved at each iteration step of the RLS algorithm to estimate the parameter
O(N + 1) after N 4+ 1 measurements? (N + 1) = arg mein% (..)

@ [x] lyn+1 — Pns1 - 0]13 ®) [0 0N+ ly(N +1) — o(N +1)76]3

© 16 = 0MIIZ,, + ly(N) = (V)63 @ [ llyn —@n - 013,

In L, estimation the measurement errors are assumed to follow a . . . distribution and it is generally speaking more . .. to outliers
compared to L estimation.

(a)[_| Laplace, sensitive H (b) [ ] Laplace, robust H (¢) [ ] Gaussian, robust H (d) Gaussian, sensitive

1 lly— 9”2
4

ments, y(1) = 3, y(2) = 6, and y(3) = 12. What is the minimizer 9* of the negative log-likelihood function ?
@[x] 7 ®) []6 © [ ]9 @[ ]4

Please give the ODE of a linear time invariant (LTI) system, with state vector x and input vector u. & = ...
Az + Bu

The PDF of a random variable Y is given by p(y) = 5 m exp(— ), with unknown 6 € R. We obtained three measure-

Please identify the most general transfer function that still is a Auto Regressive Model with Exogenous Inputs (ARX) where
n = max(ng,np). G(z) = ...

@] s O [ ot || © B it || @ [ oot
Identify most general transfer function that still is a Finite Impulse Response (FIR) model with n = max(ng,np). G(z) = ...
I R R e A R
Which of the following model equations describes a FIR system with input v and output y? y(k + 1) =

@[ Ju(k+1)+y(k) ) [ ] u(k)-y(k) © [ ]u(k)+sin(k- ) (d) [x] u( u(k—1)
Which of the following dynamic models with inputs u(t) and outputs y(¢) is NEITHER linear NOR affine.

@[ _y(t) +sin(t) =u(t) ) [ 9(t) )+t © [xJy(t)= v/t - u(t) @ []tg(t) = u(t) +2
Which of the following models with input u(k) and output y(k) is NOT linear-in-the-parameters w.r.t. § € R??

@[] y(k) = Oru(k)? + 0z exp(u(k)) ®) [ y(k) = 01/ u(k) + O2u(k)

© [ (k) = ylk— 1) - (61 + bau(k)) @ [] (k) = b1 exp(Bau(k))
Which of the following models is time invariant?

@[ ]t t) et (b) [ ]y(t) = bult © [x] g(t) = /u(t) @ [Jt4(t)=
By which of the following formulas is the joint distribution for IV independent measurements yn € RY given? p(yn|6) = ...

@[ ][, plo)dy ®) [ p(y(i)]6)? © [x] TTLo p(y(9)16) () [ 22 p(y(i)]0)
Which of the following statements about Maximum A Posteriori (MAP) estimation is not true

@[ ] Omap = argminger[— log(p(yn0)) — log(p(8))] (b) MAP assumes a linear model

(c) [ ] MAP is a generalization of ML (d) [ ] MAP requires a-priori knowledge on ¢
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. Given the probability density function of the exponential distribution, px (z) = #e~%®, with an unknown parameter 6, and a set

of independent measurements yy = [y(1),y(2),...,y(N)]T, what is the right minimisation problem you need to solve for a
maximum likelihood estimate of #? The problem is: mein. .2

@[] [19e= ™3 (b) [x] ~Nlog(8) + 637, y(k)

© [ lly(k) — e=|13 (@ [ ~log 3232, e

. For the problem in the previous question, what is a lower bound on the covariance for any unbiased estimator é(y N ), assuming
that 6 is the true value? The Fisher information matrix is defined as M = fy N V2L(0o,yn) - plyn|6o)dyn.

(@) [x] 62/N ® [ ([, NO¥~2exp[-0 3, unldyn)

(©) [] N/6? @ [ f,, N0 2 exp[-0 3, yildyn

. You are given a pendulum which is by nature a NON-LINEAR system and can be modeled by y(¢) = 01 cos(fat + 63), where
y(t) are the measurements. Which of the following algorithms could you use to estimate the parameters 6?

(a) Maximum a Posteriori Estimation (MAP) (b) D Linear Least Squares (LLS)

(¢) [ ] Recursive Least Squares (RLS) (d) [ ] Weighted Least Squares (WLS)

. Suppose now that the system given in the previous question can be approximated by a model that is linear in the parameters (LIP)
. Which of the following algorithms could you use to estimate the parameters 6 of this linear model without running into memory
problems or high computational costs for a coninuous and infinite flow of measurement data?

(a)[ | MAP (b) RLS (¢) [ JLLS (d) [ ] WLS

. You are asked to give a computationally efficient approximation of the covariance of the estimate computed in the previous
question X5. The model is given as yy = ®n0 + ey with ey ~ N(0,%), Qn = <I>E<I>N and L(6,yy) is the negative log
likelihood function. The covariance matrix can be approximated by >; ~ . ..

@[x] Qy' 0) [ 055y @5 © [] V3L, yn) @ [ ] (@iZ i en)!

. The PDF of a random variable Y is given by p(y) = 2\/15 exp(—%%), with unknown 6 € R. We obtained three measure-
ments, y(1) = 3, y(2) = 6, and y(3) = 12. What is the minimizer 6* of the negative log-likelihood function ?

@[ 4 ®) []6 ©[]9 @ [x]7

. Suppose you are given the Fisher information matrix M of the corresponding problem, what is the relation with the covariance
matrix X of your estimate 6?
5= M1

. Give the name of the theorem that provides us with the above result.
Cramer-Rao Inequality
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Which of the following models is time invariant?
@[ ] y(t) =5u(t)+t () [ it t)f e (©) [ ] t-4i(t)=u(t)? (@ [x]y(t) = Jult)
By which of the following formulas is the joint distribution for N independent measurements yy € RY given? p(yx|0) =

(@) [x] TTilo p(y(i)[0) () [[] Silop(y(i)]6)? © [ Xiop(y(i)]6) @ [][,, pylo) dy

Which of the following statements about Maximum A Posteriori (MAP) estimation is not true

(a) E] MAP is a generalization of ML (b) MAP assumes a linear model

© [ ] Oniap = arg mingegr [— log(p(yn6)) — log(p(6))] (d) [ ] MAP requires a-priori knowledge on ¢

Which of the following model equations describes a FIR system with input « and output y? y(k + 1) =

(@) [x] u(k)=5-u(k—1) ®) [ Julk+1)+y(k) ©) [ Ju(k)-y(k) (d [ ] u(k)+sin(k - m)
Which of the following dynamic models with inputs u(t) and outputs y(¢) is NEITHER linear NOR affine.
@ [x]y(t) =/t - u(t) ) [ y(t) +sin(t)=u(t) || © []ty(t) ) +2 @ [_Jyt)=u(t) +t

Given a set of measurements yn = [y(1),y(2),...,y(N)]? from the linear model y = @6, where ® = [p(1), 0(2), ..., p(N)]7T,
which of the following minimisation problems is solved at each iteration step of the RLS algorithm to estimate the parameter
O(N + 1) after N + 1 measurements? (N + 1) = arg m@in% (..)

@[] lyn1 — @xer - 63 ®) [ llyw — B -0,

© [0 =0NIIZ,, + ly(N) = o(N) 613 (@ []18 = 0(N)II5 + lly(N +1) — (N +1) 7613

Please identify the most general transfer function that still is a Auto Regressive Model with Exogenous Inputs (ARX) where
n = max(ng,np). G(z) = ...

boz" D .n - bz +b1 2" " by D boz"4b1z" 14 by
(a)D zM4a1znh— 14 fap (b) agz™+ayz"— 14 4an (C) agz™+ayz" 14, 4an (d) agz"

We want to assess the robustness of a particular smartphone brand hence, we would like to know the unknown probability € that
the phone breaks when it is dropped. We assume that the phone thrown onto the ground either breaks or has no damage. In an
experiment we have dropped 100 smartphones and obtained 42 broken smartphones. What is the negative log likelihood function
£(0) that we need to minimize in order to obtain the MLE estimate of 6 ?

(a)[ ] 58log 6 + 42log(1 — ) (b) [ ] —log(426) —log(58(1 —0))

() —421og 6 — 58log(1 — 0) (d) [ ] log(580) + log(42(1 — 0))

Please give the ODE of a linear time invariant (LTT) system, with state vector x and input vector u. £ = ...
Ax + Bu

Which of the following models with input u(k) and output y(k) is NOT linear-in-the-parameters w.r.t. § € R??

@) [x] y(k) = 61 exp(fau(k)) (b) [ y(k) =y(k —1)- (61 + Oau(k))
©) [ ] y(k) = O1u(k)? + 02 exp(u(k)) @ [ ]y(k) =61/ u(k) + 02u(k)

In L, estimation the measurement errors are assumed to follow a . . . distribution and it is generally speaking more . .. to outliers
compared to L estimation.

(a) Gaussian, sensitive (b) [ ] Gaussian, robust (c) [ ] Laplace, sensitive (d) [ ] Laplace, robust

Identify most general transfer function that still is a Finite Impulse Response (FIR) model with n = max(ng, np). G(2) = ...

boz"4b12" 14 by, - boz"4b1z" 14 by D .n D boz™
(a)[] agz™+ayzP 14+ 4an (b) agz™ (C) agz™+ayzn 14 tan (d) 2" tayzn— 14+ 4an
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. Suppose you are given the Fisher information matrix M of the corresponding problem, what is the relation with the covariance
matrix X; of your estimate 6?
Y= ME

. Give the name of the theorem that provides us with the above result.
Cramer-Rao Inequality

. Please identify the most general transfer function that still is a Auto Regressive Model with Exogenous Inputs (ARX) where
n = max(ng,ny). G(z) = ...

(@) D aoz”+alz'z"n;1+...+an (b) - :gj:izlljt ijrr il:; (© D anzli?fz’lnﬁ».ﬂ»an (d) D W
. Which of the following model equations describes a FIR system with input w and output y? y(k + 1) =
@[] ulk)—5-uk—1) || ® [Ju(k) - yk) © [Julk) +sin(k-m) || @ [Julk+1)+y(k)

. In L, estimation the measurement errors are assumed to follow a . . . distribution and it is generally speaking more . . . to outliers
compared to L estimation.

(a)[ ] Laplace, robust (b) [ ] Laplace, sensitive (¢) [ ] Gaussian, robust (d) Gaussian, sensitive

. Identify most general transfer function that still is a Finite Impulse Response (FIR) model with n = max(ng,np). G(z) = ...
.n boz"+byz" "Lt tby, boz" b1z 14 4b, bo 2"
(a)[] aoz"+a1z"*1+...+an (b) . 1"'02" (C) a3271+a127171+-«-+0~n, (d) D Z"+a12"071+---+an

. We want to assess the robustness of a particular smartphone brand hence, we would like to know the unknown probability 6 that
the phone breaks when it is dropped. We assume that the phone thrown onto the ground either breaks or has no damage. In an
experiment we have dropped 100 smartphones and obtained 42 broken smartphones. What is the negative log likelihood function
£(0) that we need to minimize in order to obtain the MLE estimate of 6 ?

(a)[ ] log(580) + log(42(1 — 0)) (b) [ ] 58log 8 + 421log(1 — )

(c) —421log 6 — 58log(1 — 0) (d) [ ] —log(426) —log(58(1 —0))

. Given a set of measurements yx = [y(1),y(2),...,y(N)]T from the linear model yx = ®6, where ® = [p(1), p(2),...,p(N)]|T,
which of the following minimisation problems is solved at each iteration step of the RLS algorithm to estimate the parameter
O(N + 1) after N + 1 measurements? (N + 1) = arg 1r1f1911r1l (...

2

@[] 116 = ON)IIE + [[y(N +1) = (N +1)7 0|3 ®) [x] [lyn+1 — P41 - 03

© [0 =0NIIZ,, + ly(N) = o(N) 613 @ [ ] llyny — n - 0lI3),

1 lly—oll3
27 4

ments, y(1) = 3, y(2) = 6, and y(3) = 12. What is the minimizer 0™ of the negative log-likelihood function ?

@[ ]9 ) []6 (©) []4 @ [x]7

. The PDF of a random variable Y is given by p(y) = 2\/1ﬂ exp(— ), with unknown 6 € R. We obtained three measure-
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Please give the ODE of a linear time invariant (LTI) system, with state vector x and input vector u. & = ...
Az + Bu

Given the probability density function of the exponential distribution, py (x) = fe~%%, with an unknown parameter 6, and a set

of independent measurements yy = [y(1),y(2),...,y(N)]T, what is the right minimisation problem you need to solve for a
maximum likelihood estimate of #? The problem is: m@in. .2

@[] loe=™3 (b) [x] ~Nlog(6) + 0 33 y(k)

(¢) [ ] —log Zi\;l Ge—0u(k) @) [] lly(k) — 0e=?|I3

For the problem in the previous question, what is a lower bound on the covariance for any unbiased estimator é(y N ), assuming
that 6 is the true value? The Fisher information matrix is defined as M = fy ~ VaL(0o,yn) - p(yn|6o)dyn.

@[] [, Nbg 2 exp[-0 3, yldyn O [] ([, NON 2 exp[-0 3, yeldyn)

© [ N/¢® d [x] 03/N
Which of the following dynamic models with inputs u(t) and outputs y(¢) is NEITHER linear NOR affine.
@[ Jy(t)+sin(t)=u(t) ®) [ Ju(t )+t (© [x]yt)=/t-u(t) (d [ ]ty(t )+2

You are given a pendulum which is by nature a NON-LINEAR system and can be modeled by y(¢) = 01 cos(0at + 63), where
y(t) are the measurements. Which of the following algorithms could you use to estimate the parameters 6?

(a) Maximum a Posteriori Estimation (MAP) (b) D Weighted Least Squares (WLS)

(¢) [ ] Linear Least Squares (LLS) (d) [ ] Recursive Least Squares (RLS)

Suppose now that the system given in the previous question can be approximated by a model that is linear in the parameters (LIP)
. Which of the following algorithms could you use to estimate the parameters 6 of this linear model without running into memory
problems or high computational costs for a coninuous and infinite flow of measurement data?

(@[ ] LLS (b) [ ] MAP (¢) [] WLS (d) [X] RLS

You are asked to give a computationally efficient approximation of the covariance of the estimate computed in the previous
question X;5. The model is given as yy = Py + en with ey ~ N(0, %), Qn = <I>I,<I>N and L(0,yy) is the negative log
likelihood function. The covariance matrix can be approximated by X5 ~

@ [x] Q' () [] V2L(6,yx) © [] 258 0f @ [] (@S 1y

Which of the following models is time invariant?
@[ g t)f e ) []9(t) =5u(t)+t © [ ]tii(t)=u(t)® @ [x] 9(t) = Vu(t)
By which of the following formulas is the joint distribution for IV independent measurements yy € RY given? p(y N|9) =
@[] il p(y(i)l0) ®) [] X, p(y(i)]0)? © []J,,rylo)dy @ [x] TT o p(y(i)]0)
Which of the following statements about Maximum A Posteriori (MAP) estimation is not true

@[ | Oniap = arg mingegr|[— log(p(yn|0)) — log(p(0))] (b) [ ] MAP requires a-priori knowledge on 6

(c) MAP assumes a linear model (d) D MAP is a generalization of ML

Which of the following models with input u(k) and output y(k) is NOT linear-in-the-parameters w.r.t. § € R??

@[ Jy(k) =y(k —1)- (61 + O2u(k)) ) [ y(k) = O1u(k)? + 02 exp(u(k))
© [ Jy(k) = 01/u(k) + Ou(k) (d y(k) = 01 exp(fou(k))
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. Which of the following models is time invariant?

@[ ]it)*=u(t)" +e () [ ]5(t) =5u(t) +1¢ © [x] 9(t) = V/u(t) @ []t-4(t) =u(t)®
. By which of the following formulas is the joint distribution for IV independent measurements y € RY given? p(yn|0) = ...
@) [x] [T/, p(y(i)10) ®) [/, plo) dy © []XE,py()6) @ [ 2%, ply(i)]0)?
. Which of the following statements about Maximum A Posteriori (MAP) estimation is not true
(a)[ | MAP is a generalization of ML (b) [ ] MAP requires a-priori knowledge on ¢
(© MAP assumes a linear model @[] Opiap = arg mingegr[— log(p(yn6)) — log(p(6))]

. You are given a pendulum which is by nature a NON-LINEAR system and can be modeled by y(t) = 61 cos(fat + 63), where
y(t) are the measurements. Which of the following algorithms could you use to estimate the parameters 6?

(a)[ | Weighted Least Squares (WLS) (b) Maximum a Posteriori Estimation (MAP)

() D Linear Least Squares (LLS) (d) D Recursive Least Squares (RLS)

. Suppose now that the system given in the previous question can be approximated by a model that is linear in the parameters (LIP)
. Which of the following algorithms could you use to estimate the parameters 6 of this linear model without running into memory
problems or high computational costs for a coninuous and infinite flow of measurement data?

(a)[ ] WLS (b) [ ] MAP (¢) [ ]LLS (d) [X] RLS

. You are asked to give a computationally efficient approximation of the covariance of the estimate computed in the previous
question X;5. The model is given as yy = ®nf + en with ey ~ N (0, %), Qn = ® @y and L(,yy) is the negative log
likelihood function. The covariance matrix can be approximated by ¥; ~ ...

@[x] Qy' () [] ®4 ey @) © [ (@y3gon) ™ @ [] V3L(0,yn)

. We want to assess the robustness of a particular smartphone brand hence, we would like to know the unknown probability 6 that
the phone breaks when it is dropped. We assume that the phone thrown onto the ground either breaks or has no damage. In an
experiment we have dropped 100 smartphones and obtained 42 broken smartphones. What is the negative log likelihood function
£(0) that we need to minimize in order to obtain the MLE estimate of 6 ?

(@)[ ] log(580) + log(42(1 — 0)) (b) —421log6 — 58log(1 — 0)

(¢) [ ] —1log(4260) —log(58(1 — 6)) (d) [ ] 58log 8 + 42log(1 —6)

. Given a set of measurements yx = [y(1),y(2),...,y(N)]T from the linear model yy = ®6, where ® = [p(1), p(2),...,p(N)]|T,
which of the following minimisation problems is solved at each iteration step of the RLS algorithm to estimate the parameter

O(N + 1) after N + 1 measurements? §(N + 1) = arg m@in% (..))

@[] llyy — @ - 0113, ® 118 = 0(N)I3, + ly(N) — (V) T6l13

© [ 116 —=0(N)3 + [ly(N +1) — (N +1)T0]3 @) [x] lyn+1 — Pt - 0)3
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Which of the following dynamic models with inputs u(t) and outputs y(¢) is NEITHER linear NOR affine.

@[ Jy(t)+sin(t)=u(t) ) [ ] ty(t )+ 2 © [ ]y )+t (d) [xJy(t)=/t-u(t)
Which of the following models with input u(k) and output y(k) is NOT linear-in-the-parameters w.r.t. § € R??

@[] y(k) = Oru(k)® + 0 exp(u(k)) (b) []y(k) = y(k —1) - (61 + bau(k))

© [Jy(k) = 01/u(k) + O2u(k) (d) [x] y(k) = 01 exp(Bzu(k))
Which of the following model equations describes a FIR system with input v and output y? y(k + 1) =

@[] ulk) = 5-u(k—1) || ® [Julk)+sin(e-m) | © [ ulk)-y(k) (@ [ ulk+1) + y(k)

Suppose you are given the Fisher information matrix M of the corresponding problem, what is the relation with the covariance
matrix X; of your estimate 6?
Y= M1

Give the name of the theorem that provides us with the above result.
Cramer-Rao Inequality

Identify most general transfer function that still is a Finite Impulse Response (FIR) model with n = max(ng,np). G(z) = ...
bo 2" by bz 14 4y, .n boz"+byz" " 4 4by,
@] s (b) [ ] pesftiirtetin © [ smmmsr—s (d) I

Please give the ODE of a linear time invariant (LTI) system, with state vector « and input vector u. & = ...
Az + Bu

In Lo estimation the measurement errors are assumed to follow a . . . distribution and it is generally speaking more . . . to outliers
compared to L estimation.

(a)[_| Laplace, sensitive (b) Gaussian, sensitive (¢) [ ] Gaussian, robust (d) [ ] Laplace, robust

Please identify the most general transfer function that still is a Auto Regressive Model with Exogenous Inputs (ARX) where
n = max(ng,ny). G(z) = ...

(@) [x] fozitaziz hettn ®) [ oo © [ s (d) [ tostttuzlbtin
Given the probability density function of the exponential distribution, px (x) = fe~%%, with an unknown parameter 6, and a set
of independent measurements yx = [y(1),y(2),...,y(N)]T, what is the right minimisation problem you need to solve for a
maximum likelihood estimate of §? The problem is: mein. .2

@[] [[0e @ () [] —log 3, e~ ™)

© [x] =Nlog(8) + 0N y(k) @ [] lly(k) —6e=°|I3

For the problem in the previous question, what is a lower bound on the covariance for any unbiased estimator é(y N), assuming
that 6 is the true value? The Fisher information matrix is defined as M = fy ~ VLo, yn) - p(yn|16o)dyn.

@[ ] N/6? ®) []J,, Nbg*exp[-0 2, yrldyn

(©) 03 /N @ [ ] (ny NON =2 exp[—0>", yrldyn)
( 1 lly 49H2)

The PDF of a random variable Y is given by p(y) = 5 \/ﬂ exp with unknown 6 € R. We obtained three measure-

ments, y(1) = 3, y(2) = 6, and y(3) = 12. What is the minimizer 9* of the negative log-likelihood function ?

(a)[ ] 4 ) [x] 7 ©[]6 @]9
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10.

Please fill in your name above and tick exactly ONE box for the

Ax + Bu

right answer of each question below.

. Please give the ODE of a linear time invariant (LTI) system, with state vector z and input vector u. © = . ..

Please identify the most general transfer function that still is a Auto Regressive Model with Exogenous Inputs (ARX) where

n =max(ng,ny). G(z) = ...

bz +by 2" " 4 by,
agz™+ayzP— 14 fan

bz b1z " 4 by
agz"

@[] (b)

boz™

@ []

n
(C) D aoz"+alzz"_1+...+an,

2" +tayz" 14+ 4ap

matrix X5 of your estimate 6?
o= M

. Suppose you are given the Fisher information matrix M of the corresponding problem, what is the relation with the covariance

Give the name of the theorem that provides us with the above result.

Cramer-Rao Inequality

Which of the following models is time invariant?

@[] 9(t) = 5u(t ) [x] 9(t) = v/u(t) © [ti(t)= (@ [ i(t) =u(®) +e*®
By which of the following formulas is the joint distribution for N independent measurements yy € RY given? p(yn|0) =

@[ ][, plo)dy ® [] X p(y(@)6) © [ 2o p(u(@)]6)? (@) [ TT, p(u(i)16)
Which of the following statements about Maximum A Posteriori (MAP) estimation is not true

(a) |:] MAP is a generalization of ML (b) D MAP requires a-priori knowledge on 6

(© [ ] Omap = arg minger[— log(p(yn0)) — log(p(6))] (d) MAP assumes a linear model
Which of the following model equations describes a FIR system with input « and output y? y(k 4+ 1) =

@[ | u(k)+sin(k - ) (b) [x] u( u(k —1) © [ ]u(k)-y(k) (@ [ Ju(k+1)+y(k)
Which of the following dynamic models with inputs u(t) and outputs y(¢) is NEITHER linear NOR affine.

@ [x]y(t)= u(t) ) [_]9(t) +sin(t)=u(®) || © [_]y(t) )+t @ [ Jty(t) = u(t) +2

We want to assess the robustness of a particular smartphone brand hence, we would like to know the unknown probability 6 that
the phone breaks when it is dropped. We assume that the phone thrown onto the ground either breaks or has no damage. In an
experiment we have dropped 100 smartphones and obtained 42 broken smartphones. What is the negative log likelihood function
f(0) that we need to minimize in order to obtain the MLE estimate of 6 ?

(a)[ ] 58log 6 + 421log(1 — )

(b)

—42log 6 — 58log(1 — 0)

(¢) [ ] —1log(420) —log(58(1 —6))

(d) [ ] log(580) + log(42(1 — 6))
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11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Given the probability density function of the exponential distribution, px (z) = fe~%%, with an unknown parameter 6, and a set

of independent measurements yn = [y(1),y(2),...,y(N)]T, what is the right minimisation problem you need to solve for a
maximum likelihood estimate of §? The problem is: mgn. .2
N _
@[x] —Nlog(8) + 0N, y(k) () [] lly(k) — 0e=?|I3
© [ 116 0®)|2 () []—log =N, ge—0u(®)

For the problem in the previous question, what is a lower bound on the covariance for any unbiased estimator é(y N), assuming
that 6 is the true value? The Fisher information matrix is defined as M = fy ~ VLo, yn) - p(yn16o)dyn.

@[] ([, NO¥2exp[~0 5, yldyn) (b) [ N/6?

() 03 /N @[]/, NOY 2 exp[—03, yr]dyn

Given a set of measurements yn = [y(1),4(2),...,y(N)]? from the linear model y = @6, where ® = [p(1), ¢ (2), ..., o(N)]7,
which of the following minimisation problems is solved at each iteration step of the RLS algorithm to estimate the parameter
O(N + 1) after N + 1 measurements? (N + 1) = arg mein% (...

@[ 16— 8(N)I3 + ly(N +1) = (N +1) 63 ) [x] lyn+1 — Pn1 - 03
© []llyn —en - 013, @ [ 16 =013y, + lly(N) = o(N)T6]3

Identify most general transfer function that still is a Finite Impulse Response (FIR) model with n = max(ng, np). G(2) = . ..
@[] bfjibi::i:bl (b) Pethe e b © [ s @ [ st

You are given a pendulum which is by nature a NON-LINEAR system and can be modeled by y(t) = 01 cos(fat + 63), where
y(t) are the measurements. Which of the following algorithms could you use to estimate the parameters 6?

(a) E] Recursive Least Squares (RLS) (b) Maximum a Posteriori Estimation (MAP)

(©) D Linear Least Squares (LLS) (d) D Weighted Least Squares (WLS)

Suppose now that the system given in the previous question can be approximated by a model that is linear in the parameters (LIP)
. Which of the following algorithms could you use to estimate the parameters § of this linear model without running into memory
problems or high computational costs for a coninuous and infinite flow of measurement data?

(a)[ ] WLS (b) [ ] MAP (c) [X] RLS () []LLS

You are asked to give a computationally efficient approximation of the covariance of the estimate computed in the previous
question ¥5. The model is given as yy = ®n0 + en with ey ~ N(0,%), Qn = <I)]TVII>N and L(0,yy) is the negative log
likelihood function. The covariance matrix can be approximated by 3.5 ~

@[x] Qy' b) [ (@2 lon) (© [ ] VZL(6,yn) @[] S @

In L, estimation the measurement errors are assumed to follow a . .. distribution and it is generally speaking more . .. to outliers
compared to L, estimation.

(a)[_| Laplace, robust (b) [ ] Gaussian, robust (©) Gaussian, sensitive (d) [ ] Laplace, sensitive

Which of the following models with input u(k) and output y(k) is NOT linear-in-the-parameters w.r.t. € R??

@[] y(k) = 01\/u(k) + O2u(k) ) [ y(k) =y(k—1) (61 + O2u(k))
(©) [x] y(k) = 0, exp(fou(k)) @) [ ] y(k) = O1u(k)? + 0 exp(u(k))
The PDF of a random variable Y is given by p(y) = 2\/1ﬂ e p(—%%), with unknown @ € R. We obtained three measure-

ments, y(1) = 3, y(2) = 6, and y(3) = 12. What is the minimizer 8* of the negative log-likelihood function ?

@[ ]9 ®d) [ ]4 [ ]6 (d) 7
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